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We are in AI times now!
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DNNDK

model.py

pb file

.caffemodel
Caffe/Tensorflow

training model 

AI 

algorithm

s python 

Framework

GPU驗証過的Caffe training 

model

1.) Install the dependencies:

2.) Install the NVidia libraries/drivers. This tutorial was verified with 

the following configuration:

NVidia GTX 1080ti Graphics Card

NVidia 390 Graphics Drivers

• 2.a) CUDA v8.0 (follow Nvidia instructions and install from the 

runfile along with the patch).

• 2.b) CuDNN v7.0.5 using the ”cuDNN v7.0.5 Library for Linux” 

selection for CUDA 8.0 The following steps were used to install 

CuDNN:

• 2.c) NCCL v1.2.3 - The following steps were used to install:

• 2.d) Next create the symbolic links and an environment variable 

for hdf5:

• 2.e) Reboot your machine.

ML-SSD-PASCAL-Caffe-Tutorial

Deephi DNNDK Design Flow

Scoring the Network

Leverage CUDA CuDNN and NCCL 

libraries for training model

Check support network 

Report and Hardware 

Evaluation by Deephi API

https://developer.nvidia.com/cuda-80-ga2-download-archive
https://developer.nvidia.com/rdp/cudnn-archive
https://github.com/NVIDIA/nccl/releases
https://github.com/Xilinx/Edge-AI-Platform-Tutorials/tree/master/docs/ML-SSD-PASCAL
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DeePhi DPU Design Flow Choose  
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ZYNQ Hardware .HDF/Bit file 

Xilinx DSA File ( like BSP File )

deephi_ws
This is the workspace of the DPU demos. The projects list as follows

◼ • dpucore_zu7: A hardware project that integrates DPU v1.3.0 c-callable IP for zu7 FPGA(ZCU104).

◼ • dpucore_zu9: A hardware project that integrates DPU v1.3.0 c-callable IP for zu9 FPGA(ZCU102).

◼ • gstsdxfacedetect: A face detection gstreamer plugin project.

◼ • gstsdxgesturedetect: A gesture detection gstreamer plugin project.

◼ • gstsdximgclassifier: A image classify gstreamer plugin project.

◼ • gstsdxpedestriandetect: A pedestrian detection gstreamer plugin project.

◼ • gstsdxsegmentation: A scene segmentation gstreamer plugin project.

◼ • gstsdxtrafficdetect: A traffic detection gstreamer plugin project.

◼ • resnet50: A standalone project which implements classification using resnet50 model.

Description of Prebuilt Libraries
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DNNDK Supported Networks

Application Module Algorithm Model Development Compression Deployment

Face

Face detection SSD, Densebox ✔ ✔ ✔

Landmark Localization Coordinates Regression ✔ N / A ✔

Face recognition ResNet + Triplet / A-softmax Loss ✔ ✔ ✔

Face attributes recognition Classification and regression ✔ N / A ✔

Pedestrian

Pedestrian Detection SSD ✔ ✔ ✔

Pose Estimation Coordinates Regression ✔ ✔ ✔

Person Re-identification ResNet + Loss Fusion ✔

Video Analytics

Object detection SSD, RefineDet ✔ ✔ ✔

Pedestrian Attributes Recognition GoogleNet ✔ ✔ ✔

Car Attributes Recognition GoogleNet ✔ ✔ ✔

Car Logo Detection DenseBox ✔ ✔

Car Logo Recognition GoogleNet + Loss Fusion ✔ ✔

License Plate Detection Modified DenseBox ✔ ✔ ✔

License Plate Recognition GoogleNet + Multi-task Learning ✔ ✔ ✔

ADAS/AD

Object Detection SSD, YOLOv2, YOLOv3 ✔ ✔ ✔

3D Car Detection F-PointNet, AVOD-FPN ✔

Lane Detection VPGNet ✔ ✔ ✔

Traffic Sign Detection Modified SSD ✔

Semantic Segmentation FPN ✔ ✔ ✔

Drivable Space Detection MobilenetV2-FPN ✔

Multi-task (Detection+Segmentation) Xilinx ✔
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Ethernet video stream

Video source

MPSoC

DPU

Download to hardware verification DUP performance

Pedestrian 

Detection

Pose 

Estimation

Segmentati

on

ResNet-50 Example 

MobileNet Example 

Deephi Demo Image for ZCU102: 

http://www.deephi.com/assets/2018-10-11-

ZCU102-desktop-stretch.img.zip.

This image needs to be written to an SD card 

using Win32DiskImager or equivalent.

Environment Setup and Installation

http://www.deephi.com/assets/2018-10-11-ZCU102-desktop-stretch.img.zip


https://www.xilinx.com/support/documentation/user_guides/ug1327-dnndk-user-guide.pdf
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Verification Flow Chart
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Adaptable.

Intelligent.
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Model
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Support resource

A.) Deephi direct

B.) Xilinx China Team

C.) Xilinx Taiwan

D.) Xilinx Forum

E.) Anstek Team

Support criteria

1.) Strategy account

2.) Great $LTR

3.) Xilinx assigned

4.) Key account 

Check Item
◼ Customer’s network switch to Deephi form Nvidia.

◼ Xilinx add value them of advantages and disadvantages.

◼ DPU performance evaluation(T/GPOS, detection/loss)

◼ DNNDK error message and advanced  design flow 

◼ Why to choose Xilinx solution(Total cost, Competitiveness…)

◼

Customer network

Deephi example

DNNDK API

Multi-DUP Ctrl 

Software scheduling

Linux driver optimized

X86 porting to ARM base
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Key factors in AI applications

9.9%

99.9%

50.5%

89.2%

95%

75%

60%

醫療分析/ADAS

法律/盈收成本

實驗性質/初研採樣

純練習/跑龍套

娛樂/數據收集
決策判斷/概率
學術研究

統計/消費性電子

領域區隔,分類
相關應用

玩具/非直接營利

Market Acceptance

Performance

( 效能 )

Detection 

( 辨識率) 

Cost

( 成本 )

AI market requirements

TOPs

Frame rate..

Device

IP..

License…

TNR

TPR

Total Accuracy



What are the variables we can master?

Draw_net

• Modify Network

• Pruning

• Quantization

• Calibration

• Network optimization 

for DPU

Training Pattern To Model Choose H/W To Run Inference

Trade-Off

Detection ↑

Performance↑

Cost ↓

Detection ↑

Performance ─

Cost ─

Detection ↓

Performance ↓

Cost ↓

Detection ↑

Performance ─

Cost ─

Calibration

Open source Network

ResNet,Yolo,AlexNet,SSD….

Detection ─

Performance↑

Cost ↓



99%

1%

Xilinx目前專注及有
機會AI的市場

1%  >>  5%

200 Billion

USD$

What Are Our Customers And Focus ?
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If She Know What She Wants!! If She Know What She Wants!! ………………….

◼ Edge AI (Deephi DPU)

◼ DNNDK Tools

◼ Cloud acceleration (ml-suite)

◼ Alveo™ Accelerator Cards

◼ Versal™ AI Core

◼ Scout XRT

◼ Xilinx AI Model Zoo

https://www.compassintelligence.com/a-list-index-in-AI-chipset.html

